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Forced convection in metallic honeycomb structures
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Abstract

The heat transfer and pressure drop characteristics of sandwiched metallic honeycomb structures, with one face-sheet heated by con-
stant heat flux and cooled by forced air convection, have been investigated both experimentally and numerically. Six test samples, made
of two materials with different thermal conductivities (16.2 W/(mK) for stainless steel and 401 W/(mK) for pure copper), were evaluated.
The effect of cell shapes was also explored using samples with square, diamond, trapezoidal and hexagonal shapes. Good agreements
between experimental and numerical results were obtained for both the friction factor (pressure drop) and heat transfer rate. The results
show that the overall pressure drop is correlated with surface area density and cell shape, whereas the overall heat transfer rate is a func-
tion of surface area density, cell shape, the ratio t/H, and the thermal conductivity of the solid material. Comparisons with other heat
sink media have also been made. They indicate that the metallic honeycomb structures investigated are excellent candidates for heat sink
applications.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

There are two broad classes of cellular materials, one
with a stochastic topology (foams) and the other with a
periodic structure (lattice truss structures, prismatic struc-
tures, etc.) [1]. Whilst stochastic metal foams with open cells
have attractive thermal, acoustic and energy absorption
properties [2–4], their load bearing capability is significantly
inferior to periodic structures having the same weight due to
different deformation mechanisms (bending versus stretch-
ing) [5]. The efficient load support afforded by periodic
structures has led to an interest in the use as multifunctional
materials having multiple roles such as structural load sup-
port, thermal management, impact energy absorption,
sound absorption, actuation, energy storage, and so on.
They appear most attractive for applications where the cel-
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lular structures are used as the core of sandwich panels/
shells where they promise lower weight than competing
materials and structural concepts [1]. Potential applications
include actively cooled supersonic aircraft or spacecraft
skins, acoustic liners and cooling jackets for combustors
and jet engines, and lightweight structural elements with
sensing and actuation capabilities [6–10].

Prismatic structures with a single ‘‘easy flow’’ direction
appear particularly interesting for heat sink applications.
Among all these structures, the potential of metallic honey-
comb structures as compact heat sinks has recently drawn
significant attention. Using a modified fin analogy model,
Lu [11] evaluated the performance of metallic honeycombs
with hexagonal cells subjected to forced convection. Gu
et al. [12] extended the approach and developed analytical
models and dimensionless indices that enable simultaneous
evaluation of the structural and heat transfer performance
of metallic honeycomb structures with square, triangular
and hexagonal cells. A two-stage optimization was car-
ried out to identify cell morphologies that optimize the
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Nomenclature

B shape number [–]
cp specific heat at constant pressure [kJ/(kgK)]
Dh hydraulic diameter [m]
fH friction factor based on overall height of sample

[–]
fH,f friction factor based on overall height of sample

due to frictional pressure drop [–]
fH,l friction factor based on overall height of sample

due to local pressure drop (inlet and outlet) [–]
Gr Grashof number [–]
�h overall heat transfer coefficient [W/(m2K)]
h(z) local heat transfer coefficient [W/(m2K)]
H overall height of sample (excluding thickness of

face-sheets) [m]
jH Colburn factor based on overall height of sam-

ple [–]
k thermal conductivity [W/(mK)]
l, lbottom, lup cell sizes (shown in Fig. 1) [m]
L overall length of sample [m]
N number of local measurement along axial direc-

tion [–]
NuH Nusselt number based on overall height of sam-

ple [–]
P pumping power [W]
DP pressure drop [Pascal]
DPf frictional pressure drop [Pascal]
DPl local pressure drop [Pascal]
Pr Prandtl number [–]
q heat flux [W/m2]
Q total heat input [W]
Redh

Reynolds number based on cell size [–]

ReH Reynolds number based on overall height of
sample [–]

t cell wall thickness [m]
T temperature [K]
T(z) local temperature [K]
U mean velocity in cells [m/s]
Um mean air velocity upstream of sample [m/s]
W overall width of sample [m]
x, y, z Cartesian coordinate (shown in Fig. 1) [–]

Greek symbols

b Coefficient of thermal expansion [K�1]
e porosity [–]
/ surface area density [1/m]
l dynamic viscosity [kg/(ms)]
m kinematic viscosity [m2/s]
Ph, PP two dimensionless indices characterizing the

overall heat transfer rate and overall mechanical
pumping power for different heat sinks [–]

h angle (shown in Fig. 1) [degree]
q density [kg/m3]
~q relative density [–]

Subscripts

f fluid
in inlet
max maximum
out outlet
s solid
w wall
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structural and heat transfer performance for a specified
relative density. In addition to these theoretical analyses,
Kumar and McDowell [13] used a finite element method
to analyse steady-state convective heat transfer through
honeycomb structures with rectangular cells and explored
optimized functionally graded honeycomb structures.
Using the finite difference method for steady-state heat
transfer and a multi-objective decision support model, See-
persad et al. [14] designed both periodic and functionally
graded honeycomb structures with desirable structural
and thermal capabilities.

Experimental studies of convective heat transfer in
extruded metallic honeycomb structures have been per-
formed by Hayes et al. [15] and by Dempsey et al. [16].
However, a systematic study on the topology and the role
of solid thermal conductivity has not yet been reported.
Additional experimental data are therefore needed to vali-
date analytical and numerical models. Here, six different
metallic honeycomb structures, made of two different mate-
rials with thermal conductivities of 16.2 W/(mK) (stainless
steel) and 401 W/(mK) (pure copper), were fabricated (see
Section 2). Steady-state convective heat transfer experi-
ments were then carried out on sandwich structures made
from these cores with a uniform heat flux applied on one
face-sheet and thermal insulation imposed on the other
(see Section 3). The commercial CFD (computational fluid
dynamics) code FLUENT was used to predict the steady-
state heat transfer performance of metallic honeycomb
structures (see Section 4). The experimental results are
compared with the CFD predictions for validation; and
the comparisons of the heat transfer performance between
six test samples, and also between these test samples and
other lightweight heat sink media, including open-celled
metal foams, lattice framed structures and brazed woven
textile lattices are given (see Section 5).

2. Test samples

2.1. Fabrication procedure for stainless steel samples

The four stainless steel samples are shown in Figs. 1(a)–
(d) and their corresponding periodic unit representatives



Fig. 1. Photos of six test samples and their corresponding computational domains for numerical calculations.
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are shown in Figs. 1(a) 0–(d) 0. To fabricate the sample, indi-
vidual stainless steel sheets (density qs = 8000 kg/m3, solid
thermal conductivity ks = 16.2 W/(mK)) were first cut into
pieces, with the length of the through-thickness slots equal
to half the sheet width. The sheets were then assembled
according to the desirable topology, as illustrated in
Fig. 2(a). The assembly was sprayed with a mixture of
Fig. 2. Illustration of s
polymer-based cement (Nicrobraz� Cement 650) and Ni–
25Cr–10P brazing alloy powder (Nicrobraz� 51). The soli-
dus and liquidus of this alloy are 880 and 950 �C whereas
the melting point of stainless steel is over 1300 �C. To
construct a sandwich, two 0.9 mm thick stainless steel
face-sheets sprayed with the same mixture were attached
to the assembly (note that rotating square cores 45� about
ample assembling.



Table 1
Design parameters for test samples

# Material Cell shape t (mm) l (mm) lbottom (mm) lup (mm) h (�) L (mm) W (mm) H (mm) e / (1/m)

1 Stainless steel Square 0.3 1.4 – – – 50 40 12 0.6782 1937.7
2 Stainless steel Square 0.3 2.3 – – – 50 40 12 0.7825 1360.9
3 Stainless steel Diamond 0.3 1.4 – – 45 50 40 12 0.6782 1937.7
4 Stainless steel Diamond 0.3 2.3 – – 45 50 40 12 0.7825 1360.9
5 Copper Trapezoid 0.2 2.6 3.5 2.4 78 60 40 12 0.842 1231.8
6 Copper Hexagon 0.2 2.0 – – 60 60 40 12 0.860 1125.0
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the z-axis results in the formation of the diamond cores).
The whole sandwich sample was then heated within flowing
argon (at a vacuum level of approximately 10�1 Torr), at a
rate of 20 �C/min to 550 �C to volatilise the polymer
cement. The system was then evacuated to a vacuum level
of less than 10�3 Torr and the temperature was ramped at a
rate of 20 �C/min to 1000 �C and held there for 15 min.

2.2. Fabrication procedure for copper samples

The two copper samples are shown in Figs. 1(e)–(f) and
their corresponding periodic unit representatives are shown
in Figs. 1(e) 0–(f) 0. To fabricate the samples, individual cop-
per sheets (qs = 8960 kg/m3, ks = 401 W/(mK)) were first
crimped into the designed shape via rolling (Innovent,
Peabody, MA). The cores were cut and assembled into
the desired topology with copper interlayer sheets and
1.8 mm thick copper face-sheets to create the sandwich
panels; see Fig. 2(b). Both the interlayer and face-sheets
were coated with a thin layer of CuproBraz� viscous braz-
ing paste. The brazing filler metal, developed for Cupro-
Braz�, belongs to the CuSnNiP-family. This filler metal
was OKC600 and has a nominal composition of: Ni-42%,
Sn-15.6%, P-5.3%, Cu-balance. The braze coated sandwich
assemblies were air dried in a warming oven then trans-
ferred to a vacuum furnace and heated under a partial pres-
sure of argon (250 mTorr) at a rate of 30 �C/min to 650 �C
and held for 15 min, followed by a rapid furnace cool.

2.3. Sample morphology

For a honeycomb structure with periodically identical
cells, its geometry can be uniquely defined by five
parameters:

(1) Cell shape (hexagonal, square, etc.).
(2) Stacking order (Gu et al. [12]), which depends mainly

on the fabrication method.
(3) Porosity e, which is defined as the ratio of the void

volume to the total volume of the honeycomb struc-
ture. In some papers, relative density ~q is used, which
is the ratio between the mass of the honeycomb struc-
ture and the mass of the base material having the
same volume. They are simply related as ~q ¼ 1� e.

(4) t/H, which is the ratio between the cell wall thickness
and the overall height of the structure (excluding the
thickness of two face-sheets).
(5) H/L, which is the ratio of overall height to length of
the structure.

The first four parameters determine the cross-sectional
topology of the honeycomb structure, and the last one deci-
des its overall dimension. The overall width of the struc-
ture, W, is not an important parameter in most situations
as its properties in the width direction can be representa-
tively defined by those of a periodic unit.

The surface area density /, which is defined as the total
heat transfer area divided by the volume of the structure, is
an important parameter when discussing the thermal per-
formance of a structure. For honeycomb structures, it
depends on the cross-sectional topology of the structure
and therefore is a function of the cell shape, the stacking
order, e and t/H. For specified cell shape and stacking
order, the effects of e and t/H on / are obvious: either
increasing t/H with e unchanged or increasing e with con-
stant t/H will reduce /. The different stacking orders influ-
ence / by overlapping part of the convective heat transfer
area and changing them to the interfaces between solid
walls.

The detailed parameters for the present test samples are
given in Table 1.

3. Experimental measurements

3.1. Experimental apparatus

A schematic diagram of the experimental setup, consist-
ing of three sections: air suction system, test section, and
data acquisition system, is depicted in Fig. 3.

Air flow is achieved by a suction located downstream of
the test section. The mass flow rate is controlled by a flow
regulator valve, located between the exit of the test section
and the suction. Before air enters the sample, efforts are
made to ensure that the air flow is hydraulically fully devel-
oped by adding several additional parts, which include a
wire screen layer, a honeycomb layer, and another wire
screen layer, followed by a 9:1 contraction and a flow
developing channel region (with a length to height ratio
of about 35).

A constant heat flux is imposed on the bottom face-sheet
of the sample by a heating element (silicone–rubber wire
wound, from Watlow Inc.). The heat flux released from
the heating element was adjusted by changing the voltage
of a power supply, which has an output voltage range 0–



Fig. 3. Schematic of test rig (not proportional to real size).
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240 V corresponding to a heat input of 0–32 W. To ensure
uniformity of the heat flux, a heat spreader (0.9 mm thick-
ness) made of pure copper is inserted between the bottom
face-sheet and the heating element. Four T-type foil ther-
mocouples (from RdF Corp.) are equidistantly mounted
along the flow direction between the bottom face-sheet
and the heat spreader. The whole sample region is sur-
rounded by insulation materials to minimize heat loss
(see Fig. 4). A Pitot tube is positioned before the sample
to monitor the mainstream velocity at the inlet of the sam-
ple. Given the blockage ratio, i.e. the ratio of channel
height (12 mm) to tube outer diameter (0.51 mm), is 23.5,
wall interference effect on the Pitot tube is expected to be
negligible. Two additional static pressure tappings are
located separately at the inlet and outlet of the sample to
measure the pressure drop through the sample. A T-type
bead thermocouple is inserted into the channel centre
before the entrance of the sample to monitor the air inlet
temperature.
Air In 

H

Insulated

Foil Thermocouples

Air Out 

FACESHEET

HEATING ELEMENT
HEAT SPREADER

FACESHEET

Fig. 4. Schematic diagram of thermal boundary conditions assembly (not
proportional to real size).
All the pressure probes are connected to the DSA 3217
(Digital Sensor Arrays, from Scanivalve Corp.), which
scans the pressure values and outputs data via Ethernet
using TCP/IP protocol to the PC. All the thermocouples
are connected to a pre-calibrated temperature scanner
TempScan�, which sends data to the PC via RS232 serial
port. The data acquisition is under the control of a Lab-
VIEWTM program.

3.2. Experimental procedure

Tests were carried out for six test samples (shown in
Fig. 1) at different air mass flow rates and for three hear
fluxes: q = 2000, 4000 and 8000 W/m2.

During a typical experimental run, a constant power
input was supplied and the air mass flow rate was adjusted
by the valve until the pre-specified value was achieved. The
inlet velocity, pressure drop, air temperature and four tem-
peratures along the bottom face-sheet of the sample were
simultaneously monitored. When the variation of the tem-
perature did not exceed 0.1 �C (within a period of 3 min in
general), steady state was assumed to be reached; and a set
of data were collected. Then the valve was adjusted to
achieve a new air mass flow rate, and the above procedure
was repeated.

3.3. Data reduction

The fluid friction and heat transfer rate can be evaluated
by the friction factor and the Nusselt number, respectively,
which are generally plotted as functions of the Reynolds
number. Since the primary goal of the present study is to
determine the overall thermal performance of the metallic
honeycomb structures with different topologies, the overall
height H is used as the length scale, which is also
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convenient for the comparison with other heat sink media.
Three non-dimensional groups based on the overall height
H: Reynolds number ReH, friction factor fH and Nusselt
number NuH are respectively defined as

fH ¼
DP
L
� H

� �
� 1

qfU
2
m=2

� �
ð1Þ

NuH ¼
�hH
kf

ð2Þ

ReH ¼
U mHqf

lf

ð3Þ

where Um is the air mean velocity upstream of the test sam-
ple measured by the Pitot tube and �h is the overall heat
transfer coefficient, which can be obtained from the spatial
average of the local heat transfer coefficient:

hðzÞ ¼ q
T wðzÞ � T fðzÞ

ð4Þ

by

�h ¼ 1

L

XN

1

hðzÞDz ð5Þ

Here, Tw(z) is the measured temperature of the bottom
face-sheet of the test sample and the temperature in the
air Tf(z) is calculated based on the measured inlet temper-
ature by imposing energy conservation along the axial (z)
direction, as:

T fðzÞ ¼ T f;in þ
q

qf UmHcp

z ð6Þ

All the air properties are based on the mean fluid temper-
ature (Tf,in + Tf,out)/2 and interpolated from the tabulated
thermo-physical properties of air.

3.4. Experimental uncertainty

An error analysis following the method described in
Coleman and Steele [17] was performed to determine the
uncertainty in the experimental data. Since the air proper-
ties were interposed from standard tables, their uncertain-
ties are assumed to be negligible. The uncertainty in
pressure drop measurement was estimated to be less than
2%. The total heat loss in the present study was estimated
less than 5% and the uncertainty in temperature measure-
ment is estimated as 4% including errors from thermo-
couples and the TEMPSCAN. Therefore, using the
root-square method, the uncertainties for the Reynolds
number, the friction factor and the Nusselt number were
estimated to be less than 1.0%, 2.83% and 6.4%,
respectively.
4. Numerical simulations

The commercially available CFD code FLUENT [18]
was used to predict the steady state heat transfer perfor-
mance of metallic honeycomb structures.
4.1. Computational domain

Since the sample is thermally insulated at both ends
x = W/2 and x = �W/2 (see Fig. 4), and the cell size is
typically much smaller than the overall width of the sample
(the maximum ratio of the cell size to overall width is about
0.08), it is assumed that the thermal and hydraulic fields are
independent of the transverse coordinate x. The periodic
units shown in Figs. 1(a) 0–(f) 0 are chosen as the calculation
domain. The existence of smaller-sized cells near two face-
sheets leads to the different flow distributions in cells along
vertical coordinate y, which is considered by introducing a
flow developing channel before the sample as that in test
rig.

4.2. Grid generation

For the convenience of grid generation, the whole com-
putational domain is divided into a number of regular
geometries having different cross-sectional shapes but the
same length L. The cross-sectional grids are generated
according to the shape of each cross-section, with those
near the wall refined. The same disposition is employed
at all axial stations. The size of the forward step is varied.
The initial step size is chosen to be of the order of one per-
cent of the overall length. It is increased at each subsequent
station by a constant factor in the first 20 steps; thereafter
the steps are equally distributed.

4.3. Boundary conditions

(1) A velocity-inlet boundary condition with a uniform
value was assumed at the entrance of the inlet chan-
nel; and a pressure-outlet boundary condition with
zero gauge pressure was employed at the exit of the
sample cell duct.

(2) A constant heat flux boundary condition was
employed at the bottom face-sheet of the sample,
while the top and bottom walls of the flow developing
channel as well as the top face-sheet of the sample
were insulated.

(3) Symmetrical boundary conditions for all side surfaces
of the sample in the x-direction (sample’s width) were
employed.

(4) The inner surfaces of each cell were set as coupled
thermal conditions so that the heat exchange between
adjacent zones, belonging to the solid region and the
fluid region, respectively, can be calculated. In the
fluid side of these inner surfaces, non-slip boundary
condition was employed.

(5) Since the flow developing channel was included only
to calculate the flow distributions in different sized
cell ducts, a zero-shear boundary condition was
employed at the inner surface of the inlet channel
so that the inclusion of the inlet channel does not
affect the uniformity of velocity distribution upstream
the inlet of the sample.
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4.4. Convergence criterion

At the end of each iteration, the maximum changes in
the value of each dependent variable are calculated. When
the maximum of these changes is reduced to a value below
a pre-set convergence criterion, the calculation is deemed
converged. In the present calculations, this criterion is set
as 1 · 10�7.

4.5. Grid sensitivity

For each sample, two grids with approximately 200,000
and 1,000,000 cells were generated and the calculation
results based on these two grids were compared. The results
show that the maximum difference in predictions is within
2% for the two grids, and hence the grid with 200,000 cells
is chosen for all the subsequent calculations.

5. Results and discussions

5.1. Comparisons between experimental and numerical

results

A laminar flow model was used in the CFD calculations
and all the calculations were carried out within
ReH < 10,000, corresponding to a maximum Reynolds
number based on the cell size smaller than 2000.

For convenience of comparing the CFD predicted heat
transfer and pressure drop with those measured experimen-
tally, the Colburn factor jH [19] is used in lieu of NuH,
which is defined as:
jH ¼
NuH

ReHPr

� �
Pr2=3 ð7Þ
Fig. 5 compares the predicted friction factor fH and Col-
burn factor jH with those measured for each test sample.
As a whole, in the predicted range, the CFD results agree
well with the experimental results. For the friction factor
fH, however, the CFD results are slightly steeper than the
experimental results. The reason lies in the fact that, in
CFD calculations, a uniform velocity distribution is applied
at the inlet of the sample; while in the experiment, the non-
slip boundary condition on the inner surface of the develop-
ing channel makes the velocity distribution upstream of the
sample a typical Poiseuille profile. Therefore, the fluid
velocity near the two face-sheets, where the smaller-sized
cells locate, is higher in the CFD calculation than that in
the experiment, which leads to a higher mass flow rate in
these smaller-sized cells in prediction and, correspondingly,
a lower mass flow rate in the major cells. The increase of
pressure loss due to the increase of fluid velocity (or mass
flow rate) becomes larger when the cell size becomes smaller
ðDP � U=D2

hÞ. The overestimation of the pressure drop in
smaller-sized cells exceeds the underestimation of the pres-
sure drop in major cells. Therefore in low Reynolds number
region, where laminar flow prevails, the CFD prediction is
slightly higher than the experimental results. However, with
increasing Reynolds number, local disturbance of the flow
due to structural imperfections at the cell level due to man-
ufacturing may cause additional pressure loss; this effect is
not captured by the present laminar CFD model. Further-
more, in high Reynolds number region, this disturbance
may turn the laminar flow into turbulent flow, where the
friction factor is even higher and its trend is flatter.

The good agreement between CFD predictions and
experimental measurements on both the pressure drop
and heat transfer rate give confidence to perform further
CFD calculations, the results of which are presented below.

5.2. Pressure drop

Fig. 6 plots the experimentally measured friction factor
fH as a function of the Reynolds number ReH for all the
samples. For samples 1 and 3 with cell size �1.4 mm, the
Reynolds number based on the overall height, ReH, falls
in the range of 1000–20,000, corresponding to the range
of the Reynolds number based on the cell size, Redh

, as
120–2300. Consequently, in this regime, laminar flow pre-
vails. It can be seen from Fig. 5 that fH is inversely propor-
tional to ReH for these two samples. For samples 2 and 4
with cell size �2.3 mm, the ReH range is 2000–30,000,
which corresponds to the Redh

range of 380–5500. In gen-
eral, the friction factor fH is inversely proportional to
ReH when ReH < 12,000 (corresponding to Redh

< 2300)
and then tends to approach an asymptotic value as ReH

is increased, the latter mainly due to the appearance of
transition flow or turbulent flow in cells resulting from lar-
ger Redh

. For samples 5 and 6, which have even larger cell
sizes, the curves present similar tendency as those of sam-
ples 2 and 4, and the ReH corresponding to the transition
of flow occurs at �10,000.

The pressure drop through honeycomb structures con-
sists of two parts: local pressure loss (inlet and outlet)
DPl and frictional pressure loss DPf:

DP ¼ DP l þ DP f ð8Þ
Local pressure loss DPl can be calculated from [20]:

DP l ¼ K
qf U

2
m

2
ð9Þ

K is the loss coefficient due to a sudden contraction and a
sudden expansion at the inlet and outlet of the sample
respectively. It is a function of sample’s porosity e: when
e increases from zero to unit, K decreases continuously
from 1.5 to zero [20].

For the non-dimensional friction factor based on the
core height, Eq. (8) yields

fH ¼ fH;l þ fH;f ð10Þ
where

fH;l ¼ K
H
L

ð11Þ



Fig. 5. Comparisons of friction factors fH and Colburn factors jH between experimental and numerical results.
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# Material-shape ε  φ
1 SS-Square 0.6782 1937.7
2 SS-Square 0.7825 1360.9
3 SS-Diamond 0.6782 1937.7
4 SS-Diamond 0.7825 1360.9
5 Cu-Trapezoid 0.842 1231.8
6 Cu-Hexagon 0.860 1125.0

f H

ReH

Fig. 6. Friction factors fH of six test samples plotted as functions of
Reynolds number ReH.
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and

fH;f ¼
DP f

L
� H � 1

qfU
2
m=2

ð12Þ

Therefore, the friction factor due to the local pressure loss
fH,l is only related to the geometric parameters of the sam-
ple. Its values for the present six test samples are given in
Table 2. For present samples and test ranges, fH,l is com-
paratively small relative to the overall friction factor fH

(fH,l < 0.04fH). Moreover, with the increase of the porosity,
the percentage of fH,l in fH becomes even smaller and the
effect of the porosity on the friction factor can be ignored.
In other words, the pressure drop is mainly due to the fric-
tional pressure loss, DPf, which is mainly related with two
factors: surface area densities / and cell shape.



Table 2
fH,l for test samples

# e K fH,l fH fH,l/fH (%)

1 0.6782 0.1819 0.04366 1.2162–3.4801 1.25–3.59
2 0.7825 0.08616 0.02068 0.6372–1.2625 1.64–3.25
3 0.6782 0.1819 0.04366 1.2161–3.0665 1.42–3.59
4 0.7825 0.08616 0.02068 0.5180–1.1360 1.82–3.99
5 0.842 0.04652 0.0093 0.4907–0.6675 1.39–1.90
6 0.860 0.03679 0.00736 0.4580–0.6552 1.12–1.60

103 104102

103

# Material-shape ε   φ   t/H
1 SS-Square 0.6782 1937.7 0.025
2 SS-Square 0.7825 1360.9 0.025
3 SS-Diamond 0.6782 1937.7 0.025
4 SS-Diamond 0.7825 1360.9 0.025
5 Cu-Trapezoid 0.842 1231.8 0.0167
6 Cu-Hexagon 0.860 1125.0 0.0167

Numerical supplements
7 Cu-Diamond 0.6782 1937.7 0.025
8 Cu-Diamond 0.7825 1360.9 0.025

N
u H

ReH

Fig. 7. Nusselt numbers NuH of six test samples plotted as functions of
Reynolds number ReH.
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An obvious relationship between the friction factor fH

and the surface area density / is clearly shown in Fig. 6:
for honeycomb structures having the same cell shape, the
larger the surface area density, the higher the friction fac-
tor. This can be easily understood since higher surface area
density means more frictional areas per unit volume, caus-
ing more pressure loss.

Before discussing the effect of cell shape, a dimensionless
group B ¼ ðpD2

h=4Þ=Aduct is introduced, which is initially
defined by Bejan [21] as a shape number to explain the dif-
ferent pressure drop and heat transfer behavior in two-
dimensional ducts having different cross-sectional shapes.
Dh and Aduct represent, respectively, the hydraulic diameter
and the area of the shape. For hexagonal, square (dia-
mond), and trapezoidal cell shapes in the present samples,
B = 0.907, 0.785, and 0.765, respectively. Generally speak-
ing, the larger the shape number B is, the higher the friction
and heat transfer rate are [21].

In Fig. 6, for honeycomb structures with square and dia-
mond cells having the same porosity and surface area den-
sity (sample 1 vs. sample 3, sample 2 vs. sample 4), their cell
shapes are actually identical except for the cross-sectional
direction. For air flow, this directional difference leads to
negligible differences in the flow field since the force effects
in cross section (gravity, buoyancy, etc.) can be ignored rel-
ative to the viscous forces (the Grashof number,
Gr = gbDTV/m2, which denotes the ratio of the buoyancy
force to viscous force, has a value of 10�5). Therefore, it
is not surprising that samples 1 and 2 (square cells) have
nearly the same friction factor curves as those of samples
3 and 4 (diamond cells), respectively. For trapezoid-shaped
sample 5 and hexagon-shaped sample 6, despite their differ-
ent surface area densities, their friction factors are nearly
the same. The reason is that the larger shape number of
the hexagon-shaped sample 6 compensates for its smaller
surface area density.

5.3. Heat transfer

Fig. 7 depicts the Nusselt number NuH as a function of
Reynolds number ReH. Besides the experimental data for
six test samples, another two sets of data obtained from
CFD calculations for geometries identical with samples 3
and 4 but with solid material replaced by copper
(qs = 8960 kg/m3, ks = 401 W/(mK)) were supplemented.
As a whole, NuH for all the samples increases with the
increase of ReH.
The heat dissipation from the heat source to the flowing
coolant via the metal honeycomb structure is a combined
conduction–convection process. The convection process is
highly related to the flow field in honeycomb structure;
therefore, two factors (surface area density / and cell

shape) that influence the flow field (discussed above in Sec-
tion 5.2) are also important when discussing the heat trans-
fer. For the conduction process, two more factors: the ratio
t/H and the solid material’s thermal conductivity ks, need to
be taken into consideration.

For the four samples made of stainless steel material
(samples 1–4), square- and diamond-shaped honeycomb
structures with the same values of / and t/H (sample 1
vs. sample 3, sample 2 vs. sample 4) have the same NuH

distributions. This once again indicates that the cross-
sectional direction have little effect on NuH for low Grashof
numbers. The higher surface area densities of samples 1
and 3 enable them to transfer more heat than samples 2
and 4.

For samples 5 and 6 made of copper having the same
ratio t/H, the Nusselt number for hexagon-shaped sample
6 is slightly higher than that for trapezoid-shaped sample
5, although the surface area density of sample 5 is higher
than that of sample 6. Again, this can be attributed to
the larger shape number of the hexagon shape than that
of the trapezoid shape.

Comparing the NuH curves of samples 5–8 made of
copper, it is found that the two diamond-shaped samples
(7 and 8) have much higher NuH values than those of trap-
ezoid- and hexagon-shaped samples (5 and 6). The higher
surface area densities of samples 7 and 8 are undoubtedly
one reason; and another reason is their higher t/H values,
which reduce the thermal conductive resistance in cell
wall.

The effect of solid thermal conductivity on the heat
transfer rate of 2D cellular metals can be ascertained by
comparing the NuH curves of samples 3 and 7 as well as
samples 4 and 8 (see Fig. 7): the higher the wall conductiv-
ity, the higher the heat transfer rate.
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 5 Cu-Trapezoid  0 .842 1231.8
 6 Cu-Hexagon 0.860 1125.0
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Fig. 8. Map of Ph against PP for overall thermal performance
comparison.
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5.4. Overall thermal performance

The overall thermal performance can be thought of as
the amount of heat Q dissipated from a heat source that
is transferred to a heat sink and then to a forced coolant
flowing through it with certain inlet temperature Tf,in.
For heat sink design, the ultimate aims include:

(1) The highest temperature in the heat sink, Tw,max,
which occurs at the outlet on the face-sheet attached
to the heat source, should be as low as possible.

(2) The imposed pumping power P to obtain the above
goal is also hoped to be as low as possible.

In view of this, Valdevit et al. [22] combined the four
parameters: Q, P, Tf,in, Tw,max, and defined a new objective
function Q/[(Tw,max � Tf,in)P] to evaluate the overall ther-
mal performance for different structured heat sinks. Start-
ing from this function, they deduced two indices (Ph,Pp)

Q
T w;max � T f ;in

¼ kfW Ph ð13Þ

and

P ¼ 1

2

l3
f

q3
f

W

L2
PP ð14Þ

where

Ph ¼
NuH

ðH=LÞ 1þ NuH

PrReHðH=LÞ

h i ð15Þ

and

PP ¼
fHRe3

H

ðH=LÞ3
ð16Þ

While the maps of Q/(Tw,max � Tf,in) against P permits the
overall thermal performance comparison for different heat
sinks, the maps of Ph against PP give the comparison of
overall thermal performance for different heat sinks with
the same working fluid.
Fig. 9. Map of Ph against PP for metallic honeycomb structures and other he
3. Kagome structure [34]; 4. Lattice-frame material [30–33]; 5. Metal foam [23
In the present study, the above indices were first used to
rank the overall performance of the six test samples and
then compared with other heat sink media.

Comparisons of the six samples are presented in Fig. 8;
all data shown are experimentally measured. The hexagon-
shaped copper sample 6, despite of its lowest surface area
density and t/H ratio, ranks first for its high wall conduc-
tivity and the advantages of the hexagon shape; similar
results have previously been obtained by Gu et al. [12]
using theoretical analysis. Although the trapezoid-shaped
copper sample 5 has smaller surface area density and t/H
ratio than the other four stainless steel samples, it ranks
higher due to its higher wall thermal conductivity. Samples
1 and 3, when compared with samples 2 and 4, are superior
due to their higher area surface densities.

Comparisons between the overall thermal performances
of metal honeycomb structures and selected heat sink
media, including metal foams [23–29], lattice-frame materi-
als [30–33], Kagome structures [34], and woven textile
structures [35,36], are presented in Fig. 9. It is shown that
for the same expense of the pumping power, the thermal
performances of metal honeycomb structures are obviously
superior to other heat sink media; or, equivalently, to
at sink media. 1. Metallic honeycomb structure; 2. Woven textiles [35,36];
–29].
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obtain the same thermal performance, the metal honey-
comb structures expense the least friction-power.

6. Conclusions

The performance of sandwiched metallic honeycomb
structures with one face-sheet heated by a constant heat
flux was experimentally and numerically investigated under
forced air convection conditions. Honeycomb structures
made of different materials and having different topologies
were fabricated and tested. The main conclusions include:

(1) The pressure drop in honeycomb structures mainly
depends on two geometric properties: surface area
density and cell shape, the effect of latter can be char-
acterized by a dimensionless shape number. Large
surface area densities correspond to large friction fac-
tors whilst shapes with larger shape numbers cause
high pressure drops.

(2) The rate of heat transfer in a honeycomb structure
depends not only on geometric properties (surface
area density, cell shape and ratio t/H) but also on
the thermal conductivity of the wall material. The
heat transfer rate of metal honeycomb structures
increases with the increase of surface area density
or shape number or t/H, while keeping the other
two unchanged. A higher thermal conductivity of
the wall material can also contribute to heat transfer
enhancement.

(3) The overall thermal performance of metal honey-
comb structures, as characterized by two dimension-
less indices, PP and Ph, are superior to other heat
sink media such as metal foams, lattice-frame materi-
als, Kagome structures and woven textile structures.
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